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Abstract: Heart disease, associated with cardiovascular disease, has become the leading global cause of mortality, 

claiming an estimated 17.9 million lives annually. Recognizing the preventable nature of nearly 90% of these cases, 

researchers have turned to data mining methodologies to aid healthcare professionals in early diagnosis. machine 

learning improves operational efficiency. Early heart disease prediction will simplify patient management, reduce 

hospital admissions, and minimize healthcare costs. Beyond that, machine learning technologies improve accuracy, 

enabling better decision-making and efficient use of medical resources. Our research seeks to establish an effective 

assumption framework for predicting heart disease probabilities. The ultimate goal is to pinpoint the most accurate 

classification algorithm, which is crucial for distinguishing between normal and abnormal cases. Notably, our analysis 

highlights the efficacy of the XGBoost algorithm, boasting an impressive 99.90% accuracy. Advanced feature selection 

and interpretability techniques, like SHAP values, to identify important risk factors for heart disease prediction. A 

10-fold stratified cross-validation ensures robust performance evaluation. Unlike previous studies with limited 

datasets, this research validates XGBoost on a large, diverse dataset. Comparisons with recent works show its superior 

predictive capabilities. These enhancements make the study rigorous and relevant for heart disease prevention. This 

discovery promises to advance early detection strategies and reduce the global impact of heart conditions. 

Keywords: Heart Disease; Machine Learning; 10-Fold Cross-Validation; Matthew’s Correlation Coefficient, Data 

Mining; Good Health & Well-Being. 

 

Introduction 

     The heart, a vital muscular organ responsible for 

circulating blood throughout the cardiovascular system, 

plays a crucial role in sustaining human life. In the 

contemporary hustle and bustle, numerous influential 

factors impact this crucial organ in diverse ways. 

Presently, the incidence of heart disease is on the rise, 

aligning with the multitude of challenges arising in our 

fast-paced world. In addition to smoking, obesity, lack of 

physical activity, familial predisposition, unhealthy 

dietary habits, elevated cholesterol levels, hypertension, 

and poorly managed diabetes, numerous risk factors 

have direct or indirect effects on cardiovascular health 

[1]. Additionally, genetic factors contribute to specific 

heart conditions, such as hypertrophic cardiomyopathy. 

This intricate interplay of factors underscores the need 

for proactive detection and intervention to safeguard 

heart health [2]. 

 

Cardiovascular diseases can impact individuals 

across all age groups, with no specific immunity based on 

age. However, the probability of developing heart 

disease generally increases as humans age [3]. In men, 

this risk typically begins to rise around the age of 45, 

with approximately one in every 100 men exhibiting signs 

of heart disease at this stage. For women, the risk of 

cardiovascular disease escalates with age, although 

symptoms tend to manifest roughly a decade later than 

in men. Notably, there is a concerning trend of heart 

disease affecting younger populations, driven by the 

escalating rates of diabetes and childhood obesity. The 

rising prevalence of obesity among youth is associated 

http://www.jausmt.org/
mailto:mahtab@ins.uiu.ac.bd


Shafayat Bin Shabbir Mugdha, Mahtab Uddin, and Hridoy Das 

www.jausmt.org  2          auSMT Vol. 14 No.1 (2024) 

Copyright © 2024 International Journal of Automation and Smart Technology 

with an increased probability of cardiovascular risk 

factors such as elevated cholesterol levels and high blood 

pressure [4]. In a recent study encompassing individuals 

aged 5 to 17, it was found that 70% of obese youth 

exhibited at least two risk factors for cardiovascular 

disease. Detecting and addressing these risk factors early 

on is crucial for effective prevention and intervention 

strategies. 

 

Accurate prediction of risk factors related to 

cardiovascular disease is vital for effective diagnosis and 

treatment [5]. Biologists are increasingly leveraging 

cutting-edge machine learning techniques to glean 

pertinent information from databases [6]. It’s worth 

noting that “data mining” doesn’t extract data, but 

rather patterns and knowledge from large datasets [7]. 

Through the adoption of machine learning, biologists 

may examine enormous volumes of data and find hidden 

patterns that would not be seen employing more 

conventional techniques. This procedure enables a 

deeper understanding of the risk factors responsible for 

cardiovascular disease, contributing to better diagnosis 

and more focused strategies for treatment [8]. 

Additionally, the use of machine learning in data mining 

enables researchers to make evidence-based decisions 

and develop personalized interventions for patients at 

risk. 

 

This procedure extracts crucial decision-making 

information from a repository of records, enabling 

analysis or prediction in subsequent instances. In the 

medical domain, data mining plays a significant role in 

forecasting and analyzing future patient states. By 

employing classified techniques and offering 

computerized training on datasets, medical data mining 

facilitates insights into a patient’s history. This, in turn, 

enables clinical support through comprehensive analysis 

[9]. Essentially, medical data mining relies on various 

classifications, a crucial aspect in identifying potential 

risks of a heart attack before it occurs. Through the 

training and testing of classification algorithms, 

predictions can be made to discern an individual’s 

susceptibility to cardiovascular disease or heart-related 

conditions. By analyzing patterns and correlations within 

the medical data, medical data mining can also help in 

identifying early warning signs of heart-related 

conditions [10].  

 

This proactive approach allows healthcare 

professionals to intervene and provide timely preventive 

measures to reduce the risk of heart attacks or other 

cardiovascular diseases. Furthermore, the continuous 

refinement of classification algorithms through ongoing 

research and development enhances the accuracy and 

effectiveness of these predictions, ultimately improving 

patient outcomes. 

 

Implementation of machine learning approaches 

enhances operational efficiency. The ability to predict 

heart diseases earlier will streamline patient 

management, reduce hospital admissions, and minimize 

the financial burden on both individuals and healthcare 

providers [11]. Heart disease prediction through machine 

learning holds economic significance by enabling early 

detection and intervention, potentially reducing 

healthcare costs and improving patient outcomes. The 

predictive power of models contributes to more targeted 

and efficient healthcare resource allocation, offering a 

promising avenue for cost-effective preventive strategies 

in cardiovascular health [12]. By accurately identifying 

individuals at high risk for heart disease, machine 

learning can help healthcare providers prioritize 

interventions and allocate resources effectively. This can 

lead to timely interventions, such as lifestyle 

modifications or medication, that can prevent or delay 

the onset of heart disease and its associated 

complications [13]. Ultimately, this approach could save 

lives, reduce healthcare costs, and improve population 

health. Additionally, the improved accuracy of machine 

learning approaches will lead to better-informed 

decision-making, ensuring that medical resources are 

utilized more effectively [14]. 

 

The study implements a stratified 10-fold 

cross-validation technique to analyze machine learning 

classifiers for heart disease prediction. Important 

measures including accuracy, precision, recall, specificity, 

F1-score, and Matthew’s correlation coefficient are 

adopted for assessing classifiers. The present research is 

based on real medical data obtained from Kaggle, 

forming the cornerstone of our analysis. Through 

meticulous training with this dataset, we derived a 

classification model that has demonstrated notable 

results in predicting various types of heart diseases. This 

process involved achieving 99.90% outcomes, thereby 

showcasing the effectiveness of our approach in the field 

of heart disease prediction. 

  

The rest of this article is organized as follows: In 

Section 3, we discussed previous methods related to 

model heart diseases, providing a comprehensive 

overview of the existing research in this field. Building 

upon this foundation, we propose a more effective and 

practical approach in Section 4, which leverages novel 

techniques to improve the accuracy and efficiency of 

heart disease modeling. Section 5.3 presents the results 
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obtained from our proposed model, highlighting its 

performance and comparing it with existing approaches. 

Importance of Machine Learning 
Approaches in Heart Disease Detection 
and Their Economic Benefits 

In this section, the importance of machine learning 

approaches for detecting heart disease with due 

examples are provided. The economic benefits of 

detecting heart disease through the machine learning 

approaches are narrated as well. 

 

Importance of Machine Learning Approaches for 

Detecting Heart Disease 

Machine learning (ML) has become influential in 

transforming healthcare, particularly in the sector of 

heart disease detection, by analyzing extensive medical 

datasets, including demographics, vital signs, and 

diagnostic tests like ECGs and echocardiograms. ML 

models like Support Vector Machines (SVMs), Random 

Forests, Neural Networks, and Deep Convolutional 

Neural Networks (CNNs) have risen as frontrunners in 

this field. SVMs, [15] establish optimal decision 

boundaries in high-dimensional data spaces, effectively 

differentiating healthy individuals from those with heart 

disease. Random Forests, [16] enhance robustness by 

generating diverse decision trees, leading to predictions 

that are both robust and resistant to overfitting. Neural 

Networks, [17], excel in capturing intricate relationships 

between features, enabling accurate predictions even in 

noisy data. Furthermore, in the context of medical image 

analysis, deep CNNs demonstrate excellence in 

identifying anomalies associated with heart disease [18]. 

These machine learning approaches, each with their 

unique strengths, showcase the potential to uplift heart 

disease detection and emphasize the importance of 

leveraging advanced algorithms in healthcare. 

 

Economic Benefits Using Machine Learning in Heart 

Disease Detection 

Using machine learning algorithms for heart 

disease prediction and detection has shown great 

potential for reducing healthcare costs. Recent studies 

have demonstrated that machine learning models can 

analyze cardiac imaging tests, patient Electronic Health 

Records (EHRs), and other clinical data to identify those 

at high risk of cardiovascular disease with a relatively 

high degree of accuracy [19]. For example, one group 

developed a deep neural network model that could 

predict the 5-year risk of acute coronary syndrome using 

EHRs with over 90% accuracy [20]. Translating these ML 

predictive analytics into clinical practice could enable 

earlier interventions in high-risk patients that prevent or 

delay costly adverse events like heart attacks and strokes 

downstream. Economic analyses have quantified the 

potential cost savings from the implementation of 

machine learning in cardiac care. A study [21] simulated 

the effects of an EHR-based machine learning algorithm 

to risk stratify patients over 5 years. They estimated it 

could prevent over 28,000 major adverse cardiovascular 

events, gaining nearly 60,000 quality-adjusted life years. 

At a cost of only $2.32 per patient screened, this would 

translate into approximately $283 million in averted 

healthcare costs. More widespread deployment of 

machine learning for proactive heart disease 

management may lead to billions saved in cardiovascular 

treatment expenditures each year [22]. Though the 

algorithms require substantial development, they could 

be highly cost-effective diagnostic and prioritization tools 

to improve population heart health outcomes. However, 

challenges remain in validating the machine learning 

predictions across diverse patient groups before full 

clinical adoption [23]. 

Literature Review 

In our daily lives, numerous elements can influence 

the human heart. According to the European Public 

Health Alliance, 41% of all deaths are related to heart 

attacks, strokes, and other circulatory diseases. Heart 

disease presents various symptoms, posing challenges 

for swift and accurate diagnosis. Discomfort in the chest, 

shortness of breath, and weariness are all symptoms that 

are frequently associated with heart disease. However, it 

is essential to keep in mind that these symptoms can 

vary widely from one individual to the next. 

Consequently, medical professionals need to take into 

consideration a variety of criteria when diagnosing 

cardiac diseases among their patients. In addition, 

developments in medical technology have resulted in the 

creation of a variety of diagnostic tests and treatments 

that help diagnose heart disease and choose the 

treatment plan that is best suitable for the individual. 

 

Research Over the Years 

There has been much discussion among authors 

about an effort to use previous medical data to 

anticipate heart disease. All of the authors attempt to 

approach their articles from diverse points of view. 

Statlog is the name of the heart disease dataset that the 

author used in [24] to test six machine learning 

classification methods. Some of the authors started to 

use medical data from [25] by processing information like 

age, sex, blood pressure, and blood sugar using two 

algorithms: neural network and K-means clustering. 
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Furthermore, they discovered that K-means clustering is 

inferior to artificial neural networks for all the 

parameters. The UCI machine learning Repository is 

another source where the author employed two more 

approaches (Decision Tree and Naive Bayes) to forecast 

utilizing an attribute-structured clinical database [26]. 

Naive Bayes outperforms Decision Trees in terms of 

performance, according to the author’s findings. An 

examination of heart disease expectations was 

conducted by Duff et al. with the participation of 533 

patients who had previously had cardiac arrest [27]. The 

Bayesian network has primarily been relied on by them. 

The task was completed by Singh et al. [28] using a 

compiled algorithm known as K-Means. In production 

scenarios with large datasets, the K-means algorithm 

exhibits optimal efficacy, versatility, and speed of 

assembly. They have used the Weka data mining tool to 

calculate the accuracy and running time performance of 

k-means clustering methods. The Intelligent Heart 

Disease Prediction System (IHDPS) is a model developed 

by Palaniappan et al. [29] using a variety of data mining 

approaches, including Decision Trees, Naive Bayes, and 

Neural Networks. 

 

Available Datasets 

Over the years, various studies have utilized diverse 

datasets for the convenience of researchers and the 

feasibility of simulations. Researchers incorporated the 

Cleveland dataset from the UCI repository into their 

studies [30–32]. This dataset comprises approximately 76 

attributes and 303 records [33]. However, the prior 

research utilized only 13 attributes. Different research 

endeavors have employed the Statlog dataset from the 

UCI repository [34, 35]. Additionally, from the UCI 

repository, the heart-c.arff dataset has been utilized in 

several studies, culminating in a notable study [36]. This 

study employed the data mining tool Weka to discern 

heart diseases employing two distinct classification 

methods: J48 classification was applied to the Hungarian 

dataset, while Naïve Bayes classification was employed 

on the echocardiogram database [37]. 

Data Collection Strategy and Methodology 

Detailed attributes of the target dataset, narration 

of data preprocessing, and schematic methodology of 

this work are included in this section. 

 

Attributes of the Dataset 

The proposed model is evaluated on a publicly 

available dataset that comprises patient data sourced 

from Kaggle [38]. The dataset, described as in Table 1, 

includes 14 attributes related to heart disease risk factors, 

such as age, gender, chest pain type, resting blood 

pressure, cholesterol levels, fasting blood sugar, and 

exercise-induced angina. The target attribute denotes the 

presence of heart disease (1 = yes, 0 = no), while the id 

attribute functions as the unique identifier. This dataset 

is widely utilized for benchmarking machine learning 

models in cardiovascular disease prediction. 

 

Data Preprocessing 

The preprocessing phase involved several crucial 

steps to prepare the dataset for machine learning. 

Initially, Min-Max scaling was employed to standardize 

continuous features such as age, cholesterol levels, and 

blood pressure, ensuring that all values were normalized 

between 0 and 1. This technique was essential to prevent 

any individual feature from disproportionately impacting 

the model’s performance. Subsequently, missing and null 

data were systematically addressed. For continuous 

variables, mean imputation was utilized to fill in missing 

values, while categorical features were filled using the 

mode. Rows with excessive missing data were removed 

to maintain the dataset’s integrity. Furthermore, the 

dataset underwent cleaning to identify and rectify 

inconsistencies or errors, including outliers, thereby 

enhancing data quality. Random shuffling was applied to 

eliminate potential biases arising from the order of 

entries. Ultimately, the dataset was segmented into 

training 80% and testing 20% subsets, ensuring a 

stratified split that preserved a balanced representation 

of target classes in both sets. These preprocessing 

measures collectively laid a robust and reliable 

foundation for model training and evaluation. 

Figure 1: Applied Preprocessing Techniques 

 

Feature Importance and Clinical Relevance 

The feature importance analysis conducted using 

Random Forest and XGBoost models identifies key 

predictors of heart disease and their clinical significance. 

Chest pain type (15.38% for Random Forest, 24.61% for 

XGBoost) emerges as a strong indicator of potential 

cardiac complications and is the most crucial feature in 

both models. The number of major vessels (12.61% for 

Random Forest, 10.71% for XGBoost) directly correlates 

with heart blood supply, while ST depression induced by 

exercise (12.38% for Random Forest, 8.57% for XGBoost) 

quantifies heart response during physical exertion. The 
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maximum heart rate achieved (10.45% for Random 

Forest, 8.25% for XGBoost) reflects heart performance 

under stress. Thalassemia (12.27% for XGBoost) emerges 

as a pivotal predictor, particularly in cases associated 

with heart disease. These features, including chest pain 

type, major vessels, and ST depression, closely align with 

clinical diagnostic markers, underscoring their relevance 

in assessing cardiac risk. Figure 2 provides a visual 

manifestation of the clinically significant features 

mentioned above. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Comparison of Clinically Significant Features 

 

Proposed methodology 

A thorough analysis of various machine learning 

classifiers used to predict heart disease has been con- 

ducted. The dataset is loaded from a CSV file and 

processed initially through feature separation and 

normalization using the MinMaxScaler. A stratified 

10-fold cross-validation strategy is employed to assess 

the classifiers’ performance, ensuring an equitable 

distribution of the target variable across all 10 folds. 

Systematic testing of classifiers includes Random Forest, 

logistic regression, Support Vector Machines (SVM), 

K-Nearest Neighbors (KNN), XGBoost, and Naive Bayes. 

Evaluation metrics such as recall, specificity, F1-score, 

and Matthew’s correlation coefficient (MCU) are utilized 

to assess the performance of each classifier. This 

systematic approach provides a comprehensive 

understanding of the efficacy of each classifier, enabling 

informed decisions regarding the selection of the most 

suitable model for heart disease prediction. 

 

Particularly, within the Random Forest classifier, we 

introduced feature selection techniques to enhance 

model interpretability and potentially improve 

performance. Feature selection methods within Random 

Forest aim to identify the most influential features, 

contributing to the model’s decision-making process. By 

integrating this aspect into our analysis, we gain insights 

into the importance of different features in predicting 

heart disease, further refining the model’s capabilities. 

We can identify the most suitable model for heart 

disease prediction by comparing the performance of 

multiple classifiers using various metrics.  

 

We used a dual evaluation strategy a train-test split 

for initial performance evaluation and cross-validation 

for comprehensive evaluation. The train-test split 

provided a straightforward measure of the model’s 

accuracy on unseen data, while cross-validation ensured 

the consistency and reliability of performance metrics by 

averaging results across multiple folds. This 

comprehensive evaluation helps to ensure accurate and 

reliable predictions, ultimately improving patient 

outcomes and healthcare decision- making. Following 

this thorough evaluation, Figure 3 visually demonstrates 

the methodology employed in our research, providing a 

comprehensive overview of the systematic approach 

adopted for assessing the performance of various 

machine learning classifiers in predicting heart disease. 

 

Figure 3: Flowchart of the Proposed Work 

Experimental Analysis 

We obtained the results after analyzing and 

recognizing the best classification algorithm. We 

conducted experiments on various scales to validate the 

results, utilizing the cross-validation and varying 

hyperparameter tuning. Table 2 shows the results of the 

current research. 

 

Cross-Validation Technique 

To ensure a robust evaluation of the machine 

learning models, a stratified 10-fold cross-validation 

approach was employed. This method involves dividing 

the dataset into 10 equal subsets, where nine subsets are 

used for training and one for testing, rotating the test set 

across all folds. Stratification ensures that each fold 

maintains the original class distribution, which is crucial 

for imbalanced datasets. The final performance metrics, 

including accuracy, precision, recall, and F1-score, were 

calculated as the average across all folds, reducing the 
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risk of overfitting and providing a reliable estimate of 

model performance. 

 

Hyperparameter Tuning 

Hyperparameter tuning was conducted to optimize 

Random Forest and XGBoost models. For XGBoost, the 

learning rate 0.01 to 0.3, maximum tree depth 3 to 10, 

and number of estimators 50 to 300 were tuned. 

Regularization parameters L1 and L2 were adjusted to 

mitigate overfitting. For Random Forest, n estimators 50 

to 200, maximum features, and maximum tree depth 

were optimized. Cross-validation with grid search 

evaluated hyperparameter combinations. Optimal 

settings were selected based on performance metrics 

such as accuracy, precision, and F1-score, ensuring a 

balance between bias and variance. The tuning process 

substantially enhanced the predictive capabilities of both 

models, with XGBoost achieving the highest accuracy and 

demonstrating superior performance across all metrics. 

 

Figure 4 shows the Receiver Operating 

Characteristic (ROC) curves, providing a visual 

representation of the classifier performance in terms of 

True Positive Rate (Sensitivity) against the False Positive 

Rate across various thresholds. This graphical 

representation enables a nuanced understanding of the 

trade-off between sensitivity and specificity for each 

machine learning classifier evaluated in the context of 

heart disease prediction. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Comparison of ROC curves 

 

Furthermore, Table 3 presents a visual comparison 

of related research, highlighting the performance of 

different classifiers reported in various studies. These 

figures collectively contribute to a clearer understanding 

of our research methodology and facilitate a comparative 

analysis with other relevant studies in the field.  

 

Results and Discussion 

Various machine learning classifiers were rigorously 

evaluated for heart disease prediction. The classifiers 

included Random Forest, Logistic Regression, SVM, KNN, 

XGBoost, and Naive Bayes. The performance metrics, 

such as accuracy, precision, recall, specificity, F1-score, 

and Matthew’s correlation coefficient (MCC), were 

meticulously analyzed under a Stratified 10-fold 

cross-validation framework. Among these classifiers, 

Random Forest achieved an outstanding accuracy of 

97.85%, demonstrating strong predictive capabilities. 

Logistic Regression exhibited commendable performance 

with an accuracy of 86.34%, show- casing its 

effectiveness in heart disease prediction. SVM, another 

powerful model, achieved an accuracy of 90.05%, 

underscoring its reliability in the context of 

cardiovascular health. KNN demonstrated competitive 

accuracy at 87.22%, suggesting its suitability for heart 

disease prediction. XGBoost, a boosting algorithm, 

excelled with a remarkable accuracy of 99.90%, making it 

a standout performer in the analysis. Naive Bayes, a 

probabilistic model, achieved an accuracy of 85.56%, 

showcasing its competence in the prediction task.  

 

These results collectively provide valuable insights 

into the strengths of each algorithm, aiding in informed 

decision-making for the selection of an appropriate 

model in the context of heart disease prediction. We 

have successfully deployed our machine learning model 

within the Django framework, utilizing it to classify 

instances as either indicative of the presence or absence 

of heart disease. In cases where the model identifies the 

presence of heart disease, it is labeled as positive, while 

instances indicating the absence of heart disease are 

labeled as negative. Figures 5 and 6 show the 

visualization output of our machine learning model. 

 

Limitations and Future Work 

While this study shows XGBoost’s potential for 

heart disease prediction, it has limitations. Relying on a 

single Kaggle dataset limits generalizability to real-world 

scenarios. Validation on real-world datasets was beyond 

the scope due to cost constraints. Future research should 

validate the model with diverse, external datasets. 

Conclusion 

The findings of this research contribute to the 

understanding of each algorithm’s effectiveness in heart 

disease prediction, offering valuable guidance for 
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healthcare professionals and researchers. The systematic 

evaluation of these classifiers, considering multiple 

performance metrics, ensures a comprehensive 

assessment. The adoption of advanced machine learning 

techniques, as demonstrated in our study, holds promise 

for enhancing the accuracy and reliability of heart 

disease prediction models. As we move forward, these 

insights pave the way for informed decision-making in 

selecting the most suitable classifier for specific 

healthcare applications. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

Figure 5: Model Deployed in Django (Positive) 

 

Early detection and treatment of heart disease will 

reduce healthcare costs and improve patient outcomes 

with machine learning. Predictive models empower 

target-oriented designs and efficiently allocate 

healthcare resources, promising lower-cost 

cardiovascular health prevention. Proposed machine 

learning models will support doctors in prioritizing 

interventions and allocating resources by identifying 

high-risk heart disease patients. Cardiovascular disease 

will be prevented or delayed by lifestyle changes or 

medication. It will save lives, lower healthcare costs, and 

improve population health. Future research could delve 

deeper into feature engineering, hyperparameter tuning, 

and ensemble methods to further optimize predictive 

models for heart disease prognosis. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

Figure 6: Model Deployed in Django (Negative) 

 

XGBoost achieves 99.90% accuracy on a diverse 

dataset of 70,000 instances, surpassing previous studies. 

Advanced feature selection and interpretability methods, 

such as SHAP values, identified crucial risk factors. 

10-fold stratified cross-validation ensured robustness. 

Unlike previous studies with limited datasets, the 

XGBoost model’s efficacy was validated on a 

comprehensive dataset. These advancements enhance 

the study’s relevance for practical heart disease 

prevention. Overall, our study provides a foundation for 

advancing the field of cardiovascular health prediction 

through the application of machine learning 

methodologies. 
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Table 1: Dataset Attributes 
 

Feature Description 

age Age of the patient 

sex Gender of the patient (1 = male; 0 = female) 

cp Chest pain type (0 = typical angina; 1 = atypical angina; 2 = non-anginal pain; 3 = asymptomatic) 

trestbps Resting blood pressure (in mm Hg) 

chol Serum cholesterol in mg/dl 

fbs Fasting blood sugar greater than 120 mg/dl (1 = true; 0 = false) 

restecg 
Resting electrocardiographic results (0 = normal; 1 = ST-T wave abnormality; 2 = probable or definite 
left ventricular hypertrophy) 

thalach Maximum heart rate achieved 

exang Exercise-induced angina (1 = yes; 0 = no) 

oldpeak ST depression induced by exercise relative to rest 

slope Slope of the peak exercise ST segment (0 = upsloping; 1 = flat; 2 = downsloping) 

ca Number of major vessels (0-3) colored by fluoroscopy 

thal Thalassemia (1 = normal; 2 = fixed defect; 3 = reversible defect) 

target Presence of heart disease (1 = yes; 0 = no) 

Table 2: Classifier Performance 
 

Classifier Accuracy Precision Recall Specificity F1-Score MCC 

Random Forest 97.85 97.87 97.85 97.85 97.85 95.72 

Logistic Regression 86.34 86.65 86.34 86.34 86.29 72.94 

SVM 90.05 90.27 90.05 90.05 90.02 80.29 

KNN 87.22 87.31 87.22 87.22 87.21 74.50 

XGBoost 99.90 99.89 99.88 99.91 99.93 99.81 

Naive Bayes 85.56 85.82 85.56 85.56 85.51 71.34 

Table 3: Comparison of Heart Disease Prediction 
 

Authors Method Accuracy 

Otoom et al. [39] 
Naive Bayes 84.5% 

SVM 84.5% 
Functional trees 84.5% 

Vembandasamy et al. [40] Naive Bayes 86.419% 

Chaurasia et al. [41] 
J48 84.35% 
Bagging 85.03% 
SVM 94.60% 

Parthiban et al. [42] Naive Bayes 74% 

Seema et al. [43] Naive Bayes 95.556% 

Kumar Dwivedi [24] 

Naive Bayes 83% 
Classifcation tree 77% 
K-NN 80% 
Logistic regression 85% 
SVM 82% 
ANN 84% 

 proposed model 

Random Forest 97.85% 
Logistic Regression 86.34% 
SVM 90.05% 
KNN 87.22% 
XGBoost 99.90% 

Naive Bayes 85.56% 
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